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Abstract
One of the primary factors that impact the masteodpction scheduling
performance is demand fluctuation, which leadsréguently updated decisions, thereby
causing instability. Consequently, global cost detates, and productivity decreases. A
reactive approach based on parametric mixed-infgggramming is proposed that aims to
provide a set of plans such that a compromise ltweoduction cost and production
stability is ensured. Several stability measured #meir corresponding mixed-integer
programming model are proposed. An experimentalysia performed to highlight the
effectiveness of the reactive approach with regauthe proposed performance measures. It
is observed that an improvement in stability doasmean a significant increase in the total
production cost. Furthermore, the procedure yi@dset of plans that in practice would

enable flexible management of production.

Keywords: production planning and control; manufaoty systems; master production

schedule; stability; mixed-integer programming.



1. I ntroduction

A master production program should be periodicatljusted according to demand,
and as a consequence, a phenomenon known as negsugenerates instability in the
production scheduling. Nervousness is defined akaaacteristic in a Master Resource
Planning (MRP) system when minor changes in higlesel records or the master
production schedule cause significant timing orrgiiva changes in lower level schedules
and orders (de Kok and Inderfurth, 1997; Heisig &wlschmann, 2001). Alternatively,
nervousness also can be defined as a shiftingeo$¢heduled setups (Carlson et al., 1979)
or as a set of changes in setting up the ordeeckBlrn et al., 1986; Ho, 1989). A rolling
horizon is used to adjust the master productioredale (MPS) to the demand forecast by
minimizing inventory costs with respect to delivetiates. The necessity of reducing
nervousness is based on increasing both the thpotigimes and inventory costs (Heisig,
2002). As a consequence, nervousness causes aaseaf the global cost (Steel 1975), a
reduction in the productivity (Hayes and Clark 1p&hd an increase in the bull-whip
effect. Thus, companies have to determine a tréfdlesnsidering production costs, quality
of service and schedule instability (Blackburn let1l886). An important body of work is
based on the idea of fixing some decisions by freethe MPS with the drawback of
increasing global cost proportionally to the unaiertly level (Yano and Carlson 1985).

Managing an MRP system requires a decision-makioggss that considers the
MPS level.Reactivity is needed to respond to disturbancesrisyring feasibility of plans
and allowing operator involvement in the decisioaking process while ensuring the
solution quality. When using a rolling planning izon, between two consecutive
schedules, demand changes make previous decisiteasible; therefore, new decisions
have to be made. In practice, decentralized de@sisually based on dispatching rules are
most often applied due to their simplicity of implentation. For example, in lean visual
management, the performance of operator decisi@perdls strongly on their limited
visibility range which leads to myopic behavior.uBh recurrent external changes do not
allow carrying out predictive planning accuratedpd then predictive planning is used as a
reference plan in which deviations happen freqyeAithough there are several works that

study the effectiveness of an MPS, less attentambeen devoted to the issue of reactivity



(Sridharan and LaForge, 1990; Kadipasaoglu andh&rath 1995; Zhao and Lam 1997).
The evaluation of these procedures has often bsed with dynamic lot-sizing methods,
such as Wagner-within (Blackburn and Millen 1982b) Silver-Meal algorithms
(Blackburn and Millen 1982a). Several studies haeo&led the problem with approximate
approaches, but only a small number of them aredasn exact methods to dampen
instability. On the other hand Belmokhtar et al0X@) proposed the reduction of
nervousness in the context of a hierarchical proda@lanning system. To this end, the
guantities are disaggregated from the sales andatipe plan. Although this approach
allows obtaining the required results, the resgltimgid planning contrasts with the
flexibility required in real world applications.

Recently the problem of reducing nervousness hasséal in the supply chain. For
example, Sahin et al. (2008), Robinson et al. (2G08 Nedaei and Mahlooji (2014)
propose integration of information between suppliBy rules MPS / AOC. In addition,
Pujawan and Smart (2012) and Sahin et al. (2018flade that the main causes for
nervousness come from the relationship with custsraed suppliers. Thus, they proposed
tackling the problem from an external perspectiastéaad of using the conventional
approach, which is based on simulation and matheatabodeling of internal operations.

In this study, an approach based on a reactivesid@eemaking process to manage
nervousness in a production system is studied. Epijgroach generates appropriate
production planning without significantly deteritirey the global cost and enabling system
operation within an acceptable margin. A set déralitive plans is obtained by minimizing
a weighted difference between planned quantitiesppaods for each item. Because this
problem occurs in many industrial companies, tHetgm proposed to address nervousness
would allow such companies to program their promst with less uncertainty and
consequently reduce their production costs. Thanamy interest addresses mass
customization companies that should reach a highl & stability with regard to computed
schedules for practical convenience.

The study is organized as follows. Related worlkslidg with instability in
planning system and several instability measuregpsesented in section 2. The parametric
MIP model is presented in section 3, and additidd#® models for each instability

measure are also formulated. In section 4, thetfeness of the proposed model is shown



through computational experiments considering wBffié levels of demand variation.

Finally, in section 5, the conclusions are presinte

2. Instability in production planning

The study of instability in production planninga<ritical issue to generate a master
production schedule. The works of Steel (1975) Mtadher (1977) are among the first
dealing with MRP system nervousness. These resaaretientify such causes as MPS
modifications due to changes in customer ordeesj tene, safety stocks and the demand
forecast. Carlson et al. (1979) proposed a solupimtedure based on a mathematical
model to dampen nervousness in a make-to-stockuptioth environment. The authors
underline the importance to avoid changes in tret fieriods of the plan relatively to the
more distant ones. In Hayes and Clark (1985), tlationship between instability and
productivity was studied. Afterward, the work ofaBkburn et al. (1986) examined the
effectiveness of alternative strategies in mulieleproduction processes. Sridharan et al.
(1988) studied the problem of how to effectivelyamare instability and gave one of the
more accepted instability measures that is useemtly. In the nineties, Inderfurth (1994)
studied the nervousness effect in stochastic imvgrmontrol. The author defined a measure
of nervousness by exclusively taking into accotietdetup variables considering the setup-
oriented instability measure as more critical. imks (1998), the author shows the impact
of stability using three models of production plengn Furthermore, some approaches are
proposed to measure stability by applying themhe MPS solutions. The effects of
different cost structures are simulated and andlyZénally, an iterative method is
proposed to reduce MPS instability.

Several strategies can be implemented to dimimstability in a production
system. Three of them have received more attenticthe literature: freezing the MPS,
end-item safety stock and a lot-for-lot rule fomgmnents (Kadipasaoglu and Sridharan,
1995). Frozen intervals consist of fixing quansitiithin some planning period in which
changes are forbidden for the next reschedulesfroken-period strategy presents the best
performance in a stochastic-demand multi-level mmwment, but in practice such strategies
can be used in a complementary way. An extensiothisfwork for a multilevel MRP

system instead of a single level with rolling tirerizons and a deterministic demand,



allowed the identification of the impact of lot-sig rules selection on the MPS freezing
parameters (Zhao and Lam, 1997). The same purgosksa considered in Zhao and Xie
(1998), where an improved heuristic procedure mmared to the best known lot-sizing

rules. In Zhao et al. (2001), freezing the MPS wataslied in the case of a multi-item single
level with single resource capacity constraintseurgeterministic demand. Uncertainty in

demand is further considered in the context of guleat in Xie et al. (2003), whereas the
impact of forecasting error is evaluated in theltabst, schedule instability and system
service level. Ho (2008), shows that nervousnedsR#® systems strongly depends on both
the dampening procedure selected and on the cleiséionship between operational

performance and responsiveness of the planningrayst

Tunc et al. (2013) have proposed an approach tesagbe nervousness cost by
considering a setup-oriented measure by meansedé thventory control strategies: static
uncertainty, dynamic uncertainty and static-dynaumcertainty. Interesting findings show
that setup-oriented nervousness could be completiglynated at minor expense, whereas
a quantity-oriented measure is difficult to redwdthout large cost penalty. The instability
of a production system can also be reduced usingjfied versions of the Wagner-Within
and Silver-Meal methods or using models based owadninteger programming (MIP) that
consider previously scheduled periods (Kazan et2800). The results are analyzed in a
computational study in which the model based on MtRains good stability results in
some cases.

Several causes seem to be involved in the origimnsiability in a production
system. Some of them are: the cost structure,avennaterials costs, the uncertainty level
of demand and the rules to define lot-sizing (Kadgoglu and Sridharan, 1995).
Additionally, it has been suggested that schedales more stable when there are
component commonalities in the supply chain, whendapacity is not tight and when the
setup costs are relatively low (Meixell, 2005). Theordination of activities when
managing the supply chain has also been identdsead critical factor to instability (van
Donselaar et al., 2000). Theoretical studies apatgby reflect what occurs in real world
situations in which similar factors affecting insilédy have been identified, such as lot-
sizing rules, uncertain demand, item bills andwel of raw materials (Pujawan, 2004).

Different measures can be used to evaluate thahitisg numerically (Sridharan et



al., 1988; Kimms, 1998; Pujawan, 2004; Kabak ande®r 2009). A rolling planning
horizonn, is often used with a specific periodicitycycles). Rescheduling is useful for
several reasons, such as for planning raw mateeélery and adjusting demand to
resource capacity. Quantity-oriented instability geven by the differences between
scheduled quantities by the MPS in different cycl€able 1 shows an example of
scheduled quantities given by the MPS, where quagtf represents the scheduled
production quantity for an end itemfor periodt, at cyclek. In this example, parameters
are a rolling horizonpn = 4, and periodicity in the number of cycl&s,= 1. For period =

5, instability is equal to the differences ama@@y, Q%, Q% andQ% . Note that at cycle 5
the final decision corresponds @J; and not to the previous potential decisions coegut
in cycle 2, 3 and 4. Nevertheless, at cycle 2, mlegnwas done on the basis of potential
decision,@3; which leads to ordering raw materials and plantiregcorresponding load on
the machines. The measure proposed by Sridharaln @988) has been extensively used
as a performance criterion in several works, sucthase by Zhao and Lam (1997), Xie et
al. (2003, 2004). In the followindyGx is introduced as a measure of global instability.
corresponds to a proportional cumulative quantitfeence for all periods of the planning

horizon, and it is expressed in Eq. (1).

Insert Table 1 about here

NG, = max; {O%TZ?;f ok — ikt_ll} , Vkzn, 1)

m
i=1

where,t =k + (n—- 1) - | and,
i :enditem,
t :time period,
k :rescheduling cycle,
Q. : scheduled quantity for end iteirperiodt at cyclek,
n : planning horizon length,
O;\ : cumulative demand volume of item 7from the current cycle 7'to the rest of the

planning horizon 7+ nsuch that 0;, = Y7**d;, where dj;is demand for item



7at period ¢

In contrast to Sridharan et al. (1988), in Eq. tfigre is no weight to reduce the
importance of distant quantity differences. Indbedause the earliest decisions are already
rescheduled several times, their deviation fromptezedent values is further considered.
The second reason is that all potential quantgesserate several engagements as purchase
orders for raw materials. Thus, the proposed measomsiders all periods of the planning
horizon with the same weight. This measure alloggorting the differences from the
previous plans to the demand volume, obtaining @pgtional estimation of quantity
variation, which is more significant than an abs®luariation. The proposed measure is
determined by the most unstable product to consideworst case among the whole group
of products.

In addition to the global measure and due to atskscheduling intervalAt = 1),
we define a local instability measure to focus ae period only. This measure is provided
to help the decision-maker manage the supply psodprecise indication of the level of
variation for each purchase order is needed tomirei the difference between purchasing
cost and production cost. This local measNteexpressed in Eq. (2) represents quantity
differences between the current plan and the pusvames for only the first period in the
corresponding cycle. Regarding the precedent globahsure, the local measure is

proportional to the demand volume to obtain comiplaraalues.

NL, = max; {Oi”czgl;fm{‘;{ - Q{‘k—l|}  Vk=n, )

m

i=1
Additionally, a smoothing measure is determinedthg worst case among the
products instability measures. More precisely,sitdefined as the differences between

production quantities for the same cycle (e.g.Table 1 fork = 2, differences between

Q%2 Q%3 Q34 Q3%s). So, the smoothing measure can be formulatediasvé:

" m
I = max{Zici]Qfer) — Qitl}_, VR2n, 3)
wheret =k+n-1.

This measure represents an average of the schequéedity difference (between



each period and its immediate next period at egcle &). In many manufacturing systems
these differences tend to be minimized becausdefassociated costs relating to setup

labor turnover, raw material management, etc.

3. Considered models

The proposal to measure instability in a producsgatem takes into account four
optimization problems: a capacitated lot-sizinghpeon (CLSP), a smoothing production
problem (SPP) and two instability minimization pierbs. A solution for the CLSP
provides a minimum direct-cost production plan. Witiis plan, it is possible to evaluate
the allowed deterioration in the system in termshefadditional cost necessary to produce
under a smooth production plan. In particular, tiedel allows evaluating the additional

cost due to smoothing production.

Capacitated lot-sizing problem for the MPS

The mathematical formulation for this problem sfiesia minimum direct-cost
production plan that considers the costs of pradagctinventory, backorder and setup
costs. First, the decision variables and input data defined, and then the model is

formulated by equations (4) to (10).

Variables:
fx : objective function for mode¥, in cyclek,
1k : objective function for mode¥, in cyclek,

fik. : objective function for modelly; in cyclek,

fix. : objective function for mode¥ly, in cyclek,

Xit : production quantity of itemin periodt,

St : inventory of item in periodt,

Fit : backlog of item in periodt,

Vit : setup for item in periodt (yiy = 1 < x> 0,01, Ot),

Wit : smoothing production variable of produah periodt: t > 1.

z} : auxiliar variable that represents quantity difeces in absolute value
Input data:

di :demand of itenmin periodt,



pi : production cost of itemin periodt,

hi  :inventory cost of itemin period t,
bi : backorder cost of iteinin periodt,
gt : setup cost of iternin periodt,

Qk : production quantity of iternin periodt scheduled in cyclkg,

C: :available capacity of critical resource in pdrip

ai > marginal consumption of capacity by productiditemi,
£ marginal consumption of capacity by setup ahite
M : upper bound on production quantity; it is thenclative demand on the planning
horizon.
Mp: minfy = X7, YickPicXic + hieSie + bTie + QicYie) (4)
Subiject to:
Sio = SinTio = Tint € [L,..,m],  (5)

Sign = 0,1 = 0,0 €[1,...,m], (6)

[
Sit-1) — Tie-1) T Xie = dig + Sie =1, 1 € [1,..,m], t € [k, ..., t"],  (7)
Xit < Myit’i € [1, -, m ] [k’ v t”]: (8)
Zz Oaxlt+ﬁ1%t < Ct’te [ ']1 (9)

Xit Sit, Tie = 0, yir € {0,1}. (10)

The modelMp considers a fixed charge cost assumption, i.e.sugpose a high
setup cost that represents the equipment installaand preparation costs (Pochet and
Wolsey 2006). Moreover, backorders variables anesidered because demand usually
exceeds available capacity. The interval of perifiis..t] and thek-index in each
function, has been explicitly chosen to highlighe trolling horizon nature of the model
runs, wherek andt’ = k + n — 1 represent, respectively the first and the pastod in the
rolling horizon. The objective function (4) minineig production, inventory, backorders
and setup cost. Constraint (5) sets the initiabimory and backorders resulting from last
production period. Constraint (7) represents theemtory balance, constraint (8) is the
relationship between production and setyp< 1 < X > 0), and constraint (9) sets the

available capacity by period.



Smoothing production problem

A smoothing production problemM() is formulated as a capacitated lot-sizing
problem by considering a penalty due to variationshe production quantities between
two consecutive periods. T problem is described in equations (11)-(14) intzigdhe
constraints fromMp. The penalty function is expressed in terms oketdd continuous
variables corresponding to such differences (1hg parametek weighs the differences.
Constraints (12) and (13) express the absoluteevaiiwany difference in production. Thus,
the reformulated objective functiofi minimizes both direct production co$ and

cumulative quantity differences between consecyiemods for all items.

M;: minff= ff+ayn, 30, w,, (11)
Subject to:
(5), (6), (7). (8), (9),
Xi(t+1) — Xit < Wi, i€ll,..m)telk,..t"], (12)
Xit = Xit+1) < Wig) i€ll,..mltelk,..t"], (13)

Xits Sit» Tit» Wie = 0, yir € {0,1}. (14)

Instability minimization problems

Instability minimization problems are formulated tibtain the best possible
reduction for the instability measur®85 andNL. To obtain tight production values the
production costfp is relaxed by allowing a minor deviation, and st included as a
constraint in the way aof constraint programming (Ehrgott, 2000). Thus,lérger value is
the deviation from production cost; the maximalueals the potential instability gain. In
other words, the cost becomes more expensive tbility is reduced. In addition, when
the deviation from the initial direct productionstois minimal, the resolution of the
problem becomes more difficult due to the tight eticconstraint that increases time
consumption. Then, a tradéfdas to be found between the instability reductieeded
and the acceptable additional cost. A fiMfc problem is formulated to optimize the
measureNG and is described by equations (15) — (19) inclgdb) — (9). The problem is

formulated for each cyclke with regard to schedules of precedent cycleshis problem,
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the objective function (15) minimizes the absolwm&ue of the differences between
production quantities® at the current cyclke and those obtained in previous cycl@&T).
Constraint (16) allows a cost deterioration inlivét of £%. Note thaff,, is relative to the
computation obtained in the first cycle with the dabMp, such that the results of the
precedent cycle are incorporated as initial coodgiinto the next cycle. Constraints (17)
and (18) guarantee the absolute value for variatjles
Myg:  minfis = % N5 Dtla 74 (15)
Subject to
(5). (6), (7), (8), (9)
=1 Z?:l(Pitxikt + hitsikt + bitri’,ﬁ + QitJ’ikt) < frr(1+ &) (16)
xk—Qkt< z,le1,.,n—1]te[k,..t]i€l,..,m] (17)
kl_xk < zl,le1,.,n—1)te[k,..,t']i€[l,..,m| (18)
t'=n—-k-1

xikt, sikt, rilé,zft >0, yﬁ € {0,1} (19)

In a similar way, @y, problem specifies the optimal value to meadliteand it is
represented by equations (20) — (24) including taimgs (5) — (9). The objective function
(20) minimizes the differences among quantitieshef current period and those obtained
in the previous cycles for the same period With=1 = t = k). As in the Myg,
constraint (21) allows the cost deterioration ia timit of ag%, and constraints (22) and

(23) restrictzt to its absolute value.

Myy:  minfy; = PIATID iy Zilt (20)
Subject to
(5). (6), (7), (8), (9)
=1 ?:1(Pitxikt + hitsikt + bitri’,ﬁ + QitJ’ikt) < frr(1+ ¢ (21)
xk—Qkl< zlle1,.,n—1)i€[l,...mlt=k (22)
Kel_xk < z,lel,.,n—-1]i€e[1,...mlt=k (23)

xf, skl zE >0, y,€{01} (24)

11



4. Experiment description

The problem instances are generated randomly siattparameter values are close
to an industrial case. To obtain an acceptablelation time, five products are considered.
Time periods correspond to weeks; then an opelatioorizon ofH = 52 periods is chosen
to obtain sufficient visibility to measure instatyl Note that in practical industrial
situations, the operational horizon is determinad the cumulative lead time. The
rescheduling interval is= 1, and the planning horizonns= 8 periods which correspond to
two months. The parameter values for productiomgmory, backorders and setup are
randomly regenerated using a uniform distributioithin the following interval:p; O
U([5,15]); hi OU([10,25]); b OU([20,40]); andg CJU([1900, 2200]). Note that parameter
intervals have been chosen to enable a possibldappeng between them. Demand has
been generated using the normal distributiod’as n(u, p) = 1(1200, p), Vi, vt, Vk. To
simulate the different levels of variatiop=6, 10, 15, 20 (%)).

The experiments could be described as three lipkedesses. In the first process,
M, is solved for several values f Consequently, a set of solutions are obtaineth eae
corresponding to a differefat value. This set of solutions is a set of potenti@duction
plans that could be provided to the decision-malegending on the degree of stability
needed and the production cost allowed. The saiwtith the best trade-off between cost
and instability is selected. The proposed appr@ssiumes that this decision is made by the
production manager taking into account severalofactvhich typically are, in practice,
such as the system capacity, scheduled maintenamagability of labor, among others.
However, the simulation only considers the bestaraff. When alternatives do not arise,
we use the original planning, i.e., the standatgizing model (MP).

The second process consists of computation oféhefgotential production plans
H times, i.e., for all the considered cycles. Morecgsely, for each cycle, a different
instance is generated by varying demand and cokis.data variation simulates the real-
case fluctuations that could occur. In the thirdgass, both previous steps are performed to
consider several percentage deviatiopy ffom the initial demand. Figure 1 shows a
schema of the simulation procedure. For each dyad modelsMp, M;, Mg andMy,, are

launched independently such that results of theigue cycle are introduced as initial

12



conditions of the next cycle (stock and backordef$le strongest variation arises from
demand whereas costs remain constant for the fébe @lanning horizon. Note that the
number of cycle simulations is 60, and only the & cycles are considered. This allows

comparing all periods with the same quantity obrniation.

Insert Figure 1 about here

Experiments have been performed for {0.05, 0.1, 0.15, 0.2} supposing that the
demand changes following a normal distribution. Hemeration of instances has been
developed using the Python 2.6 programming language the MIP models have been
solved using GLPK LP/MIP Solver v4.45.

5. Computational results

The additional cost due to the consideration sfahility is not high compared with
the improvement in instability. This effect can ddgserved in Figure 2, which shows the
results obtained for two representative instanths.figure shows the variation in the total
cost (f;"), the instability reductionl) and instability reduction measur®G and NL
depending on the variation in Note that the Y-axis is graduated as a valuéeninterval
[0.0, 1,0] such that each measure is normalizetl vagpect to its initial value (the value
obtained whern. = 0). For example, in Figure 2(a) whgr= 5 the cost increase showed
with the curvef;" means thaf,"/f, slightly exceeds 1.0 whefg = f; wheni = 0. The
profit obtained for instability measutedecreases to 80% relatively to its initial valas,
seen in thd curve in Figure 2(a) whelh = 5 compared td = 0, which is the production

difference given byp.

Insert Figure 2 about here

The proposed approach yields a set of plans thaivananaging production
flexibly. Each solution corresponds to a fixed \eahf parametek; therefore, all of these
solutions present a trade-off between producticst ead instability (Figure 2). Next, the
planning can be adjusted flexibly bearing in miritlen conditions that typically arise in
real situations and that are not explicitly expegiss the mathematical models. In general,

13



stability is not desired when it highly deteriostihe production cogfp which leads to
restriction of thé\ value to an interval delimited by an upper bound a lower bound. In
this way, Amax can be used to identify the interval upper bouodesponding to the
acceptable cost deterioration. Analogously,, can be used to define the minimal
instability reduction needed corresponding to thaimmal stability threshold. This range
must be defined by taking into account the companat time. The idea is to produce a
sufficient amount of production plans in a reasd@alnount of computer time. In practice,
the interval size is determined in an experimewiy such that the runs are stopped as the
production cost limit is reached.

A comparison of model performances regarding thedgetion smoothing I},
instability (NG, NL) and production cost increase is presented. Becanstability
addresses cycle rescheduling, the experimentati@sepis then performed for several
cycles of the operational horizon thus, a focusealysis is proposed to show the behavior
of the different indicators for instances with 5&nthnd variation during all cycles.

In spite of a slight cost increaseM, a significant reduction in terms of instability
is observed. Figure 3 depicts the resultdlpfandMp for a demand variation of 5%. It is
observed that improvement is achieved usthgompared tdvlr with regard to instability
measures for all periods in the operational horigbeimulation. The experimental results
show the positive effect on instability reductio's @ consequence of instability
minimization obtained with modd¥,. Similarly, though less notablblL andNG reflect

the efficiency ofM, model.

Insert Figure 3 about here

The level of variation in demand is an importanttéa in determining the
production planning. In fact, more variation migimvolve increased instability and
significant changes in the total cost during thanping period. Thus, it is interesting to
study whether the behavior detected for a leveleshand variation of 5% holds for other
levels. In table 2, the production cost obtainethwhe conventional mod#e is compared
with the proposed modelsl;,, Myg and My, for 5%, 10%, 15% and 20% of demand

variation. The columns in the Table contain thatreé deviations fronMp values.
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A significant improvement achieved by mod®l, with regard to instability
reduction is observed (Table 2). In fact, madelachieves up to 93% of stability, which is
obtained with a 5% of demand variation. Thus, #wel of reduction obtained with,
depends on the demand variation. In particularhtgkeer demand variation is the lesser the
instability reduction is, as can be observed inl&db experimenting a decrease from
78.52% to 35.82%. This decrease could be explaimgdhe possibility to smooth
production when demand does not greatly exceeduvhiable capacity whereas it becomes
much more difficult when demand reaches a peakadftion. Related to moddling, the
stability is difficult to achieve because the bestluction does not exceed 30.00% on
average. Nevertheless, when demand variation isesedhe difference between moddis
and Myg decreases from 64.24% (78.52-14.28) to 6.39% R28B43). The modeMy,
presents the worst results because it deterioestes the performance of the conventional
CLSP formulation (see the negative deviation comguan the basis of the colurivip).

The numerical results show the superiority of Mhe; model because it presents the
minimal values with regard to the global instaliliheasureNG for all the experimented
instances. Considering the local instability measthiere is no exclusive dominant model
becauseMy, outperforms bottM, andMyg on average for the instance with 15% and 20%
of demand variation. Furthermore, very close resale obtained for the other demand

variations that in general, are closer to real-wsituations.

Insert Table 2 about here

6. Conclusions

Several MIP formulations have been proposed tceas® reactivity in the decision
making at the level of master scheduling in promuncplanning. The first model minimizes
the instability in addition to production cost teduce the instability under a rolling
horizon. Instability and both global and local atstity measures are defined. Then, two
MIP models are proposed to reduce global and lostability measures, respectively. A
study with an experimental design has been perfdtoecompare the performance of the
proposed models regarding smoothness and insyat®lituction whereas several demand

variation levels have been considered. The expeatmhedesign aims to highlight the
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flexibility brought in the decision-making procelsg generating a set of production plans
corresponding to several values of the smoothnesghting. Thus, several alternative
plans become possible, which guarantee a traddsefiveen a minimum instability
threshold and maximum cost degradation.

From the experimental analysis, it is concluded #raimprovement in stability
does not mean a significant increase in the totaldyction cost. Furthermore, the
procedure yields a set of plans that in practiceuldicallow flexible managing of
production. Specifically, a comparison of modelfpenances regarding the production
smoothing ), instability (NG, NL) and production cost increase, shows that in syite
slight cost increase iM, a significant reduction in terms of instability abserved. In
addition,Mng produces plans closer to those generateld byegarding the plans produced
by Mp. Additionally, the numerical results show the sigréty of Myg because it presents
the minimal values regarding the global instabititgasureNG for all tested instances. In
this way, the instability minimization appears te ln excellent choice to dampen
instability and to maintain a tradéfo between the additional cost and
smoothness/instability reduction.

This work opens new perspectives for future stydiaswhich decentralized
decisions can be made based on flexibility on tieploor, especially when disturbances
occur. In fact, the operators would participatefaning short-term disturbances, such as
machine breakdown or urgent demand. Such systeald be implemented with a multi-
agent approach in which a neighborhood search doelldsed to reach close solutions to

those obtained in this proposed centralized approac
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Table 1. Example of MPS execution in a rollingihon for end item |

k/t 1 2 3 4 5 6 7 8
1 Q4 Qh Qh Qi

2 Q%7 Q% Q4% Qs

3 Q% @ Q% Qi

4 Qs Qf Qi Q

5 Qs Q% QF Qi
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Table 2. Percentageffirences amonil;,Mnc andMy, with respect tdvip for 5% and

10%, 15% and 20% of demand variation.

Demand variation

5% 10% 15% 20%
Measure M My Mo M Mg M M My M M Mne Mne
fp 3.11 499 500 25 514 49z 183 521 4.20 2.02 4.96 3.9C
I 78.52 14.2¢-134.22 50.8¢ 24.56-51.4¢ 40.79 28.09-20.20 35.82 29.43 7.37
NG 28.63 39.6: 16.8¢ 30.66 21.87 32.45 20.41 37.18
NL 28.35 84.08 11.8¢ 40.07 22.97 3771 1412 45.5¢
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Figure 1. Simulation diagram.
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